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Abstract

Large Language Models (LLMs) have concur-
rently demonstrated remarkable abilities to power
autonomous, feedback-driven systems and learn
complex patterns through in-context examples.
Despite this progress, efficiently adapting LLM-
based agents to ambiguous environments and
new tasks remains challenging, and finetuning
to each use case is impractical. We intro-
duce Self-Supervised Explorative Agent Learn-
ing (SSEAL), a novel framework that enables
LLM-based agents to autonomously explore, dis-
ambiguate, and learn their environment in a self-
supervised manner. In a one-time exploration
phase, the agent systematically generates and ex-
ecutes exploratory actions, and uses them to distill
an optimized input prompt. This input includes
(1) clarified task instructions, (2) updated envi-
ronment context, and (3) few-shot trajectory ex-
amples, used in an execution phase to improve
environment understanding. We evaluate SSEAL
across the three diverse task domains of function-
calling, robotics, and software engineering, and
demonstrate that SSEAL improves performance
on downstream tasks. Our work represents a step
toward robust, self-supervised learning frame-
works capable of improving performance in real-
world, dynamic deployments. Our code and im-
plementation is made available here.

1. Introduction
Recent developments in the transformer model architec-
ture have shift the focus towards creating large, general
models rather than small task specific models (Vaswani
et al., 2023). For example Large Language Models (LLMs),
have show incredible in-context learning and reasoning abil-
ity (Brown et al., 2020; Wei et al., 2023). Thus, LLMs
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have been applied to a wide variety of tasks. However,
while LLM Agents have increasingly complex and general
abilities, users still often deploy these models to specific
use-cases and environments. Despite this, it is often too
expensive or data-scarce to fine-tune these general models
to optimize specific task performance. Therefore, we desire
a method to adapt very general models to given specific
environments and the tasks found in those environments –
all in a fully self-supervised manner.

We consider the intuition that an agent’s environment un-
derstanding can be separated from task execution. That is,
instead of re-learning the environment at query time each
time anew, an agent can first systematically explore and
disambiguate an environment, retain this information, then
execute on a set of queries. Moreover, we consider the
strong in context learning and chain-of-thought capabilities
of these general language models (Brown et al., 2020; Wei
et al., 2023).

We introduce Self-Supervised Explorative Agent Learning
(SSEAL), a framework to improve downstream agent per-
formance by first employing a self-supervised exploration
procedure to “fine-tune” the agent on a given task environ-
ment. Formally, consider some agent placed in environment
context c in which it will execute actions on future input
queries Qc. During SSEAL, we first let the agent explore
environment context c, letting the agent learn how to op-
erate on c successfully in an unsupervised manner. Then,
this exploration should yields learning that increases sub-
sequent performance on queries Qc. Importantly, SSEAL
treats agents as a black box—we assume we cannot mod-
ify the weights of the model. Rather, SSEAL optimizes
downstream performance by optimizing the input prompt
P := {ρtask, c, ξ} where ρtask is the task instructions, c is
the defined environment context, and ξ are the few-shot
examples, if any. Therefore, SSEAL allows for an agent to
learn in-context in a self-supervised manner. The learned in-
formation is propagated to downstream queries for all time,
optimizing long run task performance without supervision.

We show that the SSEAL framework can massively increase
task performance— particularly in ambiguous environments.
For example, on an adversarially perturbed task from Nexus-
Bench, we seen SSEAL take GPT-4o’s task accuracy from
5% to over 80%. Alternatively, on our more real world task
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we see GPT-4o’s performance increase from less than 20%
to over 80%. Moreover, we show that stronger models can
effectively transfer their learnings during SSEAL to other
smaller and weaker models, allowing these weaker models
to achieve similar task performance despite their smaller
size.

In summary, our contributions are threefold:

1. We propose Self-Supervised Explorative Agent Learn-
ing (SSEAL), a novel learning algorithm for black-box
agents with in-context learning ability.

2. We show examples where SSEAL can be effective
deployed to increase performance in function calling,
robotic manipulation, and software engineering tasks.

3. We demonstrate how SSEAL can be used to transfer
performance from stronger models to weaker models
at low cost.

2. Related Work
2.1. Agents

Large Language Models (LLMs) have demonstrated remark-
able in-context learning abilities, allowing them to adapt to
various tasks without requiring parameter updates (Brown
et al., 2020). Additionally, chain-of-thought (CoT) prompt-
ing has been shown to significantly improve reasoning ca-
pabilities by guiding models to produce intermediate steps
in problem-solving (Wei et al., 2023). Combining these
insights, recent advancements have focused on developing
reasoning-based agents.

ReAct (Reasoning and Acting) is a notable framework that
leverages the CoT reasoning ability of LLMs to iteratively
reason about their environment and act accordingly, lead-
ing to better performance in interactive tasks (Yao et al.,
2022). These agents dynamically generate reasoning steps,
observe the environment, and adjust their behavior, provid-
ing a strong foundation for adaptive problem-solving. While
ReAct successfully integrates reasoning and action, its re-
liance on task execution during interaction limits its ability
to pre-learn the environment context, which our SSEAL
framework addresses.

More broadly, agent-based frameworks have been applied
to tasks like tool use (Schick et al., 2023) and multi-step
decision-making (Huang et al., 2022; Gautam et al., 2024).

2.2. Learning Through Exploration

Exploration-based methods have been widely used in re-
inforcement learning (RL) and autonomous agents to en-
able skill acquisition and environment understanding. Ap-
proaches like intrinsic motivation (Singh et al., 2004; Pathak

et al., 2017) and self-play (Sukhbaatar et al., 2018) encour-
age agents to explore their environment by rewarding novel
behaviors or self-improvement.

Voyager (Wang et al., 2023) demonstrates that LLMs can
effectively explore and learn in open-ended environments,
specifically within the Minecraft domain. Voyager employs
exploration to acquire skills iteratively, enabling an agent to
improve its performance over time. While similar in con-
cept, SSEAL introduces a key distinction: it confines the
exploration phase to the beginning of the task execution pro-
cess for efficiency, thereby avoiding continuous exploration
overhead. Moreover, we show SSEAL generalizes beyond
a single domain and can be deployed across diverse task
environments.

Recent work has also explored meta-learning techniques
to enable agents to adapt quickly to new tasks (Finn et al.,
2017). These methods aim to prepare agents for generaliza-
tion by optimizing their learning processes during training.

3. SSEAL
Generally, given some environment and task, we will be
given some preexisting environment context c, basic task
instructions ρtask, and an empty set of few-shot examples
ξ ← {}. For complex environments, c and ρtask will con-
tain ambiguities. For example, consider a complicated API
sent to a function calling agent. In this case, the API is c,
and might not contain docstrings explaining how exactly
to use the functions, or may under explain how functions
interact. Likewise, the instructions to the model on how
to call functions ρtask might not properly explain exactly
how the environment processes functions. The more com-
plex an environment and task, the more difficult it is to
define c and ρtask such that no ambiguities are present. Thus,
SSEAL uses self-supervised exploration to systematically
identify and disambiguate the environment. While existing
agent frameworks, such as ReAct (citation) employ chain-of-
thought reasoning to overcome ambiguities, an agent must
do so on a per-query basis. This means the agent needs may
make the same mistake over and over again across many
queries. With SSEAL, the exploration phase removes these
issues before query time, and can execute on Q without
error.

We detail the SSEAL in Algorithm 1. We let SSEAL
start with some initial ρexplore, ρoptimize, ρtask, where ρexplore,
ρoptimize are engineered and assumed to be general enough to
apply to the expected domain of input environment context
c ∈ C. The agent then explores the environment based on
c, collecting a trajectory of actions (a) and observations (o)
pairs τ⃗ . Then based on the collected trajectory of informa-
tion, the agent constructs ρclarify, ĉ, and few-shot examples
ξ, which are used to create the optimized prompt P ∗ for
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query time downstream. After a high quality exploration
procedure, we reason that subsequent performance on Qc

with using P ∗ := { ˆρtask, ĉ, ξ̂} will exceed the naive prompt
P := {ρtask, c, ξ}. We note that as |Qc| → ∞ the additional
cost of SSEAL is negligible.

Algorithm 1 SSEAL Algorithm
Initialize ρexplore, ρoptimize, ρtask, c
τ⃗ ← [ ]
for each exploration iteration do
a← Agentexplore(ρexplore, c, τ⃗ )
o← execute(a)
τ⃗ ← concat(τ⃗ , [(a, o)])

end for
ρclarify, ĉ, ξ ← Agentexplore(ρoptimize, c, τ⃗ )
ˆρtask ← ρtask ∪ ρclarify

P ∗ ← { ˆρtask, ĉ, ξ}
deploy Agentexecute(P

∗, q) for q ∈ Qc

4. Function Calling Environments
A common usage of LLM-as-agents is function calling,
where an LLM is prompted to interact with some functional
environment (Schick et al., 2023). This can vary from call-
ing black box functions, to fully agent systems that can
execute arbitrary code. Notably, successful function call-
ing agent systems need to carefully tune prompts, function
definitions, few-shot examples to optimize agent behavior,
which is time consuming and costly. In the following sec-
tion, we detail how we use SSEAL to optimize performance
on function calling tasks.

4.1. Agent Framework

We use a ReAct framework to perform function calls (Yao
et al., 2022). When attempting to solve a given user query,
and agent is given the list of available functions in the envi-
ronment (in context of SSEAL this is c), and any doc-strings
that come with the functions. Additionally, the model is
instructed to “think step by step” before output function
calls to best satisfy the user query. The agent is then shown
the result of those calls if any. Once the agent believes the
user query has been satisfied, the agent ends the trajectory.

Eliciting Exploration: We elicit the SSEAL exploration
loop through a meta ReAct loop before any queries are
made. We prompt the model to explore the functional envi-
ronment in order to understand how the environment should
and could be used. We detailed the prompt below in Ap-
pendix Section A.1

In each exploration iteration, the ReAct agent reasons on
which function calls it needs to make to further understand
the environment. Then it submits the functions to the en-
vironment for execution. The environment then executes

the functions and returns the results back to the model to
reflect on function behavior. Based on the environment feed-
back, the agent can further submit more function calls to the
environment.

Learning Distilation: While the exploration agent can learn
the environment, the information learned during exploration
needs to be efficiently passed to the downstream execution
agent which will act upon the user queries. We cannot sim-
ply append the entire exploration trajectory to the execution
agent because the exploration trajectory can be very long.
This both stresses the context length of the agent and also
may incur excessive input token costs. Therefore, in the
function calling case, we propagate learned information
via: (1) function doc-string modifications, (2) additional
information/clarifications, (3) few-shot examples.

For a function calling task, our environment context c is des-
ignated by the available functions and their descriptions. To
construct ĉ after exploration during the SSEAL procedure,
we prompt the exploration agent to rewrite the function doc-
strings and argument types. The prompt is shown below in
Appendix Section A.1.1.

To construct ρclarify we prompt the explore agent to docu-
ment any clarifications surrounding the environments. For
example, the agent may clarify that “assignment statements
are not allowed” or “always call ls to check which files are
in the system before calling functions”. Finally, we construct
ˆρtask by appending ρclarify to ρtask. We document the prompt

for this task below in Appendix Section A.1.3.

To construct ξ we prompt the explore agent to generate
few shot examples based on on its exploration trajectory
τ⃗ . The examples allow the exploration agent to reason on
possible down stream queries and how it should process
them. This allows thr exploration agent to pass on this
latent exploration information more readily. The prompt for
generating examples is shown below in Appendix A.1.3.

4.2. Experiments

We test SSEAL in different environments.

1. NexusBench: Testing the SSEAL framework on
function calling requires benchmarks with fully
implemented function so that environment feedback
is possible. As such, we utilize NexusBench’s
LangchainRelational task in which an agent
satisfies user queries on a mock relational database.
We additionally modified LangchainRelational
into LangchainRelational-NoSig in which
we remove the function signature to increase
environment ambiguity. Finally, we construct
LangchainRelational-Adversarial in
which function names, argument names, and doc
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Figure 1. SSEAL effect on agent performance on
LangchainRelational-Adversarial. 0 exploration
iterations means SSEAL is not used.

strings are all obstructed, leaving only the argument
types intact.

2. Linux Terminal: We additionally, construct a new
task more representative of real use cases called
LinuxTerminal, in which the agent needs to ex-
ecute natural language queries on a simplified mock
Linux filesystem environment, which altered function
names. We construct the LinuxTerminal to state-
ful, requiring the end state to match the expected end
state for the agent to be considered successful.

3. Sports Data: We construct an additional function call-
ing task, SportsData where the agent is expected
to execute a natural language query on a set of sports
related dataframes using a provided customized python
query API. Sports data is a particularly difficult task,
and has many elements that go against the agent’s pre-
sumptions of behavior.

We follow the function calling setup detailed in Section 4.1.
To demonstrate adaptability to arbitrary function calling con-
texts, we use the same exploration and update instructions
ρexplore and ρoptimize. We test our SSEAL framework on the
above tasks.

4.3. Results

NexusBench:

We find that SSEAL is naturally very effective on
LangchainRelational-Adversarial, with 5-8x
performance improvements when utilizing exploration (Fig-
ure 1). In fact, GPT-4o and Claude-3.5-Sonnet, both the
most expensive and capable models tests, can nearly recon-

Figure 2. SSEAL on LinuxTerminal task: number of exporta-
tion iteration vs task execution accuracy.

struct performance with respect to the non-adversarial case
(Figure 7). Moreover, we find larger, more capable models
are able to experience greater gain from SSEAL. Smaller
models seem to show gain when the number of exploration
steps is lower, but seem to “overfit” as exploration steps
increase. We also find that on tasks that have very little am-
biguity to begin with, such as LangchainRelational,
SSEAL does not decrease performance when used on
stronger models. However, smaller models may suffer from
performance collapse.

Linux Terminal:

The LinuxTerminal task shows similar trends to the
NexusBench tasks. In LinuxTerminal the task is much
more complex compared to LangchainRelational.
Moreover, LinuxTerminal requires the agent to man-
age a state, which may be different from the exploration
state, causes further difficulties at test time. However, ref-
erencing Figure 2, stronger models such as GPT-4o and
Claude-3.5-Sonnet show marked improvements after under-
going SSEAL. GPT-4o increases task accuracy from 53%
to 82% with just 4 exploration steps. Claude-3.5-Sonnet
increases score from 35% to 76% after 12 steps of SSEAL.
Beyond the optimal steps for each model, SSEAL proce-
dure begins to overfit. However, over-fitted performance is
generally still near or above baseline for these models.

The increased difficulty of LinuxTerminal shows the
limitations of using weaker models for SSEAL. None of
the weak models are able to improve themselves. Notably,
Claude-3.5-Haiku performance drops to effectively 0.

Sports Data:

Considering Figure 3, we notice that similar to

4
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Figure 3. SSEAL on SportsData task: number of exportation
iteration vs task execution accuracy.

LinuxTerminal, the more complex SportsData task
makes improvement significantly more difficult for weaker
models. Notably, Claude-3.5-Sonnet is able to achieve
monotonically increases performance as it undergoes more
SSEAL exploration steps. Other stronger models, GPT-4o
and Llama-3.3-70B-Instruct show saturating performance in-
creases, with little overfitting. Alternatively, weaker models
such as Claude-3.5-Haiku, GPT-4o-mini, and Firefunction-
V2 see overfitting behavior or little improvement to begin
with.

4.4. Mixing Models

Before, we considered a simple setup where both
Agentexplore and Agentexecute use the same underlying
LLM. However, since Agentexplore passes learned infor-
mation through an optimized task prompt, Agentexplore
can use a different model that Agentexecute. We lever-
age the assumption that exploration is a more difficult task
than query execution after exportation has already done the
brunt of the reasoning work. Additionally, consider that
Agentexplore only needs to run once per environment, while
Agentexecution runs for all queries for all time. Therefore,
we consider a setup where Agentexplore is a stronger, more
costly model, and Agentexecute is a cheaper model. We
demonstrate this setup can achieve performance similar to
always using a strong model, and much better than always
using a weak model.

In Figure 4, Figure 9, and Figure 5 we should the results
of using stronger models during exploration while switch-
ing to GPT-4o-mini, the cheapest model, during execution
on each task environment. We show that using a stronger
model only during exploration can greatly increase task
performance. In particular with Figure 4, we see that on

Figure 4. LangchainRelational-Adversarial task ac-
curacy vs exploration steps for different exploration agents, while
always using GPT-4o-mini as the agent during task execution.

the LangchainRelational-Adversarial environ-
ment, using Claude-3.5-Sonnet as the exploration model
allows GPT-4o-mini to approximately recover similar per-
formance compared to using Claude-3.5-Sonnet at execution
time as well.

Appendix Figure 9 shows that even in more complex envi-
ronments, the model mixing strategy gives massive perfor-
mance improvements for weaker execution models, albeit
with seemingly less stability with respect to the number of
iterations. Using both Claude-3.5-Sonnet and GPT-4o yield
Pareto frontier performance compared to just using GPT-
4o-mini for exploration, with both strong models pushing
GPT-4o-mini’s performance from a previous best of 35% to
around 70%— doubling task accuracy for negligible long
run cost.

Again, in Figure 5 we see using a strong model for just ex-
ploration yields a huge performance increase. In particular,
at its best, Claude-3.5-Sonnet is able to teach GPT-4o-mini
to reconstructs its own full performance, increasing GPT-
4o-mini’s peak score by 280%.

This suggests that stronger models can successful transfer
their learned information to smaller models through prompt-
ing alone. SSEAL provides a method to break problems
into ambiguous and disambiguated sub-parts, allowing for
the hierarchal usage of strong and weak models to handle
exploration and execution, respective, thereby optimizing
price against performance.
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Figure 5. SportsData task accuracy vs exploration steps for
different exploration agents, while always using GPT-4o-mini as
the agent during task execution.

5. Towards Real World Deployment
Beyond basic function-calling tasks, we explore how
SSEAL can be leveraged for two complex, real-world tasks.

5.1. Robot Agents

We first investigate the application of SSEAL to a robotic
manipulation task, focusing on how an agent can learn to
effectively utilize a Vision-Language-Action (VLA) model
as a tool to complete more general robotic tasks. More
specifically, we set up a central planning agent that can send
language instructions to the VLA, observe the outcomes of
the robotic trajectory executed by the VLA, and iteratively
learn from such observations.

This environment poses two unique challenges. (1) The
VLA’s behavior, unlike traditional tools, cannot be easily
documented or described, making it difficult for a planning
agent to understand its capabilities. (2) The temporal hori-
zon of action execution is unknown, meaning the agent is
unsure how long to wait before evaluating the outcome of
an action or sending a new action. Both of these challenges,
which would be difficult for a traditional agent framework
to handle, are what motivate us to apply autonomous explo-
ration.
5.1.1. SETUP

For this application of SSEAL, we deploy the agent-based
system illustrated in Figure 6. The VLA operates at high
frequency, executing instructions provided by the planning
agent and writing third-person images of the environment to
a shared memory buffer. Concurrently, a Vision-Language
Model (VLM) periodically analyzes the trajectory of images

Figure 6. VLA as a tool We design a system where an agent sends
instructions for the VLA to execute, observes the resulting robotic
trajectory, and updates its memory of what the VLA is capable of.

and provides updates to the agent on whether the current
instruction was successfully completed, failed, or is still in
progress. The agent, upon receiving this feedback, decides
what instruction to send to the VLA next.

We utilize the OpenVLA model (Kim et al., 2024), a state-
of-the-art open-source VLA, and the simulated Libero en-
vironment and task suites (Liu et al., 2023). The Libero
environment provides rendered third-person images as input
to OpenVLA, as well as ground truth success information
for each task.

5.1.2. SSEAL IMPLEMENTATION

We implement SSEAL by initializing an exploration phase
where the agent interacts with the VLA to identify the space
of instructions the model can reliably execute, and then use
these learnings for downstream query execution.

The exploration proceeds as follows: (1) The agent, given
an image of the scene, generates a set of exploratory tasks
designed to probe the VLA’s behavior. (2) The VLA exe-
cutes the proposed tasks, while the VLM-powered feedback
module classifies the success or failure of each task based
on rendered images from the environment. (3) The agent re-
ceives the resulting task-success tuples, which it ultimately
uses as an in-context learning prompt for downstream tasks.

We then evaluate the agent’s ability to disambiguate com-
plex instructions, and show that SSEAL offers a significant
performance improvement.

5.1.3. EXPERIMENTS

Our primary experiment evaluates whether the agent can
learn to translate high-level instructions into prompts that
the VLA can execute successfully. To do so, we conduct a
three-part study:

Part 1: Evaluation. We first seek to evaluate how impor-
tant prompting language is to the VLA. We take the original
task suite of instructions, and use an LLM to generate a
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rephrased dataset where each instruction gets mapped to a
slightly rephrased version of itself. For example, the original
task “put the wine bottle on the rack” might get rephrased
to “locate the wine bottle and transfer it to the wine rack”.
We evaluate the VLA on this dataset and find that the suc-
cess rate drops from 77.5% to 40.6%. The prompting lan-
guage proves to be extremely important, and therefore we
see a unique opportunity for autonomous learning and im-
provement. We use this rephrased dataset as a baseline and
measure the agent’s ability to prompt the VLA successfully.

Part 2: Privileged Exploration. Next, we investigate
whether an agent can learn to prompt the VLA if given
privileged information about the success outcome of each
instruction. We sample instruction-success tuples collected
in the previous experiment to create an in-context learning
prompt, that asks the agent to analyze these outcomes and
output an updated instruction. With this method, the aver-
age success rate across tasks improves significantly, with
a 17% increase over the baseline instructions. However,
this method is privileged in two regards: (i) the success
values are ground-truth labels provided by the simulator,
which is not possible in a real-world deployment, and more
importantly (ii) the agent did not choose to execute these
instructions, they were chosen in a supervised manner.

Part 3: Autonomous Exploration. To apply our SSEAL
framework, we remove the assumption of ground-truth suc-
cess information from the simulator and ask the agent to
explore the instruction space of the VLA on its own. Impor-
tantly, the agent starts off with absolutely no information
of what the VLA is capable of, what tasks it was trained
on, or what a VLA even is. As described in Section 5.1,
the agent first generates a wide range of exploratory tasks,
sends them to the VLA to execute, and the VLM feedback
module classifies them as successful or not. Similar to
part 2, these explored instruction-success tuples are used
for in-context learning, and we evaluate the agent’s ability
to output a successful instruction. As seen in Section 1,
SSEAL leads to a 9% increase in success rate compared to
baseline instructions.

Method Success Rate

Baseline Instructions 40.6%
Privileged Exploration 57.5%
Autonomous Exploration (with SSEAL) 49.4%

Table 1. Success rates for different instruction methods. Au-
tonomous exploration leads to a significant improvement over
baseline instructions.

The results highlight the efficacy of SSEAL in systemat-
ically learning to use VLAs as tools. By autonomously
disambiguating the instruction space through exploration,

SSEAL can overcome some of the limitations of VLAs’ sen-
sitivity to language variations. While the privileged supervi-
sion experiment serves as an upper bound, the autonomous
exploration results demonstrate that meaningful gains can
be achieved without privileged information. Furthermore,
simply asking the agent ”what is this robotic model capable
of?” after the SSEAL process leads to a well-defined and
accurate response that would likely not be possible without
exploration.

However, we do observe that the VLM feedback module
introduces occasional inaccuracies, particularly when evalu-
ating edge-case tasks proposed by the agent. This suggests
that future improvements to off-the-shelf VLMs could fur-
ther enhance the performance of SSEAL in robotic environ-
ments.

5.2. Software Engineering Agents

Recent works in AI for code have moved past
autocompletion-based models and introduced end-to-end
code-editing systems with strong performance (Gauthier,
2024; Wang et al., 2024; Arora et al., 2024; Chen et al., 2024;
Brown et al., 2024). However, similar to the other agent
scenarios we explore for function calling, these systems
are often initialized with an understanding of the task they
will perform through user generated examples in-context
or previous trajectory demonstrations (Yang et al., 2024;
Dehghani et al., 2021; Kapoor et al., 2024). We aim to re-
move this dependency by extending SSEAL to SWE-agent;
we choose SWE-agent due to its high open-source scores
on various benchmarks (Yang et al., 2024). We evaluate
on SWE-bench-lite, the most commonly used bug-fixing
benchmark for software engineering agents (Jimenez et al.,
2024).

Due to cost limitations, we run baselines using GPT-4 Turbo
with 1 exploration iteration, where the list of function APIs
is given to the agent, and it tests each one as many times as
the model sees fit in a testbed repository. We share prompts
and more details in Appendix Section A.1.4. SSEAL im-
proves performance over having no demonstration and is
comparable to a successful trajectory in the context window
of an agent1.

Demonstration Type Resolution Rate

No Demonstration 16.33%
Demonstration 18.00%
SSEAL 18.67%

Table 2. SWE-agent scores on SWE-Bench-lite with ablations on
the in-context demonstration.

We find that exploration critically helps in the function call-

1We use numbers as reported in (Yang et al., 2024).
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ing behavior of an agent. Specifically, previous work has ac-
knowledged the difficulty of editing steps for coding agents,
and we find that using editing tools beforehand and commu-
nicating that understanding through an in-context example
limits the percent of trajectories with failed edit steps from
51.7% to 44.6%.

5.2.1. ADAPTING TO ENVIRONMENT CHANGES

SSEAL, by functioning as a replacement to the in-context
example, empirically teaches SWE-agent new explorative
behaviors. To test this, we also explore the introduction of
new agent tools during the execution of a task. Building on
related work about environment policies that communicate
updates to deployed agents, we similarly pass text to the
agent that a new tool is available for use by the agent. We
empirically observe that our agents can generalize to new
functions and trigger a SSEAL-like exploration iteration.
We leave it to future work to explore online tool learning in
extended setups and benchmark similar empirical findings.

6. Conclusion
In this work, we present a novel framework enabling LLM
agents to autonomously adapt to ambiguous environments
without fine-tuning or human interventions. SSEAL lever-
ages self-supervised exploration to clarify task instructions,
refine environment contexts, and generate effective few-
shot examples. Importantly, this information is efficiency
distilled into a single prompt for all future use cases.

Experiments across function calling, robotics, and software
engineering consistently demonstrate that SSEAL signifi-
cantly boosts performance on downstream tasks. Further-
more we show SSEAL with a stronger model can improve
downstream performance of a weaker model, a powerful
paradigm for balancing cost with performance. We open-
source our implementation to facilitate further research into
agent learning and adaptive systems. SSEAL represents a
significant step towards realizing self-adaptive agents capa-
ble of thriving in dynamic real-world settings.

7. Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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A. SSEAL Prompts
A.1. Function Calling Prompts

A.1.1. EXPLORATION PROMPT

You are an AI agent tasked with exploring a function calling environment. Your
goal is to analyze the provided functions, understand their potential uses, and
propose function calls to resolve any ambiguities or missing information. This
process is similar to running unit tests to better understand the function calling
environment.
Here is the list of functions you have access to:

<functions>
{{FUNCTIONS}}
</functions>

Please follow these steps:
1. Analyze the provided functions:
- Review each function’s name, description, arguments, and return types (if
provided).
- Identify any missing or ambiguous information, such as unspecified return types or
unclear argument formats.
2. Propose function calls:
- For each function, suggest at least one function call that would help clarify its
behavior or resolve ambiguities.
- If a function’s return type is missing or unclear, propose a call with example
input to observe the return type.
- If a function’s argument format is ambiguous, propose multiple calls with different
input formats to determine the correct usage.
Please structure your outputs as follows:

<exploration summary>
<function analysis>
For each function, describe the function call you propose that will help clarify its
behavior, and what you hope to learn from the results
</function analysis>
<function list>
A series of your chosen function calls, in python syntax, separated by newlines.
For example
f(1)
g()
h(4, ’a’)
</function list>
</exploration summary>

A.1.2. OPTIMIZATION PROMPT: CONTEXT

Modify the list of function contexts provided. Specifically add/improve doc-strings
and argument types and return types. You should be very detailed, consider what
ambiguities gave you trouble at the beginning. Give example argument inputs,
example function outputs, and observed error cases. Make sure it is absolutely
clear when and how to use each function. Make sure to include all functions.

10



550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604

SSEAL: Self-Supervised Explorative Agent Learning

A.1.3. OPTIMIZATION PROMPT: EXAMPLES

<examples>
Give reasonable example user queries on the enviornment. Then show can they can be
answered step by step through calling functions in the environment, in the same way
you have done so above. Be detailed on the process and reasoning.
<examples>

A.1.4. OPTIMIZATION PROMPT: CLARIFICATIONS

Any clarifications, learnings, guides etc. Focus on how to interact with the
environment. Explain to a future agent put in the same environment how they might
go about answering user queries sent to the environment. The future agent will also
only be able to submit functions in the <function list> tags and receive environment
feedback.

A.1.5. SWE-AGENT PROMPT CHANGES

Here’s how I can use some of the commands. I have to keep the DISCUSSION and tool
call sections exactly as below.

Here’s an example of using the ls function:

DISCUSSION
Let’s see what files are in the current directory.
‘‘‘
ls -a
‘‘‘

...

...

...

Here’s an example of using the edit function:

DISCUSSION
Let’s try editing filename.py.
‘‘‘
edit <start line>:<end line>
<replacement text>
end of edit
‘‘‘
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Figure 7. SSEAL affect on agent performance on LangchainRelational, a simple environment with little ambiguity.
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Figure 8. SSEAL affect on agent performance on LangchainRelational-NoSig.
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Figure 9. LinuxTerminal task accuracy vs exploration steps for different exploration agents, while always using GPT-4o-mini as the
agent during task execution.
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